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LangChain & X| 2+4

CELE PN T
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)
» Chatreey AN3 (O|L|PC)

- CPU : AMD Ryzen 7 7840

- RAM : 2xDDR5 So-dimm 4800MHz
- Storage : M.2 NVMe 2280 Slot

- USB4 £ E

- WOL (Wake On LAN)

- LangChain 7 47d

p AOSTAR AGO2

- eGPU Dock

- Z|CH 64Gbps2| Y= XS
-USB4 L E

> GTX1080
- VRAM : 8GB GDDR5X
- GPU A XY

» Synology NAS DS120j

- CPU : Marvell Armada 3700 88F3720 & ¥ 3.0{ 800MHz (64H| E)
- RAM : 512MB DDR3L

-l HE A Aule ZEA BF S

- Zheket YIMH[A XS (PHP NodelS, DB &)
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LangChain &2F 2t (CPU, GPU)

Wed Sep 17 13:03:46 2025

7 =
| NVIDIA-SMI 577.60 river ion: 0 CUDA Version:
- - e -

Name Driver-Model | Bus-Id S| | Velatile Uncor
| Fan Temp Perf Pur:Usage/ | Memory-Usage | GPU-Util

> nVidia‘smi i B N woDH | : l
SAXY langchain EHE0|AM gpuE AFEE = J=XE M 3. e ik
(A A7 QAL HA|ZX| $¥OH ¢

Processes:
GPU GI Type Process name

» CPU/GPU =3 X}O|
OIH| & / HIE{DB / LLM =2 CHA 0| A
GPUZ} CPUELCE =4 ~2=HHHY T2k W2 A X 2|2t

N/A 5152 . 3d8bbw indowsTerminal
N/A 8708 G ...indows\System32\ShellHost.
N/A 8732 i 1 e

N/A 964y ..._cw5nlh2txyewy\SearchHost.
N/A 9680 ...y\StartMenuExperienceHost.
N/A 11368 C: «..App_cwSn1h2txy: p
N/A 12420 .. .8bbwe\PhoneExperienceHost
N/A 12832 G ...s\PowerToys.AdvancedPaste.
N/A 6 ...5n1h2txyeny\TextInputHost.
N/A 3 G ...UI3Apps\PowerToys.Peek.UI
N/A ...ntrolPanel\SystemSettings.

coooDRPO@O®@

CPU

zen 7 7840HS w/ Radeon 780M Graphics NVIDIA GeForce GTX 1080

@)= LEE

At AA 9

ClA3 o(C: D)

A3 o(c

ALE X

AtHs] 23 1(E) Cla3 1(E)
R ES . :

Wi-Fi

B

0.5/8.0G

12% 4.16GHz

0.7/15.7GB  0.2/7.7GB

217 3271 95859

67 HC




LangChain & X| 21’8 (step 1/2)

Py Zg=E

W O|LPC L F Winl1)

D:\>mkdir langchain_rag

» DEZIO|E (OA| ZE Dilangchain_ragh)E 7|E2 2 & S T
v %1 qu EEEEO'”A'I )\El-% D:\langchain_rag>pythen -m venv langchain_venv
D:\langchain_rag>langchain_venv\Scripts\activate
> d:
> mkdir langchain_rag
> cd langchain_rag
langchain_venv X + - o X
> python -m venv IangChain_VenV A~ G O > uWec > 2ACAI D) > langchainrag > langchainvenv > langchain_venv 4 Q
® Mz oEs7| N 3z = 2~ (B Mz Ee
H H : neDrive - Pers olg +33H 2R e 25
> Wlangchain_venv#ScriptsWactivate o 1 .
e ot lib; 1 * e
4 teac Scripts 20251002 9= 2:58 o =g
7 = 3] pyvenv.cfg i i . e
Bz

@ Creative Cloud |

@ OneDrive

v By rc
Bm 2023 (C
-2 CA3 (T
D Kormedi (K;)

D k_media (M) A

ERR- ==



LangChain A X[ 178 (step 2/2)

M langchain I§7|X| A X|
v 3 TETEQ| venv BHE0AM A

> python.exe -m pip install --upgrade pip

> p|p install python-dotenv pypdf html2text pymysq|

> pip install Flask fastapi unicorn

> pip install langchain langchain-community langchain-ollama
> pip install "langchain(cli]"

> pip install langchain-huggingface sentence-transformers
> pip install -U langchain-ollama

> pip install gdrant-client

> pip install torch qdrant-client

> pip install -U langchain-gdrant

(B Al 71 X[ Tl

requirements.txt 22 HEIZ Y& EX[ 75T (OA])

> pip install -r https://gpt.fearat.kr/assets/langcham/requwements.txt

(venv) D:\langchain_rag>pip install langchain
Collecting langchain
Downloading langchain-@.3.27-py3-none-any.whl (1.6 MB)

Collecting langsmith>=9.1.17
Downloading langsmit .4.27-py3-none-any.whl (384 kB)

Collecting SQLAlchemy<3,>=1.4
Downloading sqlalchemy-2.0.43-cp310-cp310-win_amdéd.whl (2.1 MB)

Collecting requests<3,
Downloading requests-2.32.5-py3-none-any

Collecting PyYAM 9
Downloading PyYAML-6.8.2-cp318-cp310-win_amd64.whl (161 kB)

Collecting async-timeout<5.0.8, .0

Downloading async_timeout-u.® y3-none-any.whl (5.7 kB)
Collecting langchain—core<1.8.8,>=0.3.72

Downloading langchain_core—8.3.75-py3-none—any.whl (443 kB)

Collecting langchain—text-splitters<1.8.8, 3.9

Downloading langchain_text_splitters-0. 3021 py3-none-any.whl (33
Collecting pydantic<3.0.0, 7.4

Downloading pydantic-2.11.7-p

Collecting tenac .4.0,<10.0.0, .
Dawnloading tenacity-9.1.2-py3-none—any
Collecting typing-extensions>=U.7

Cvenv) D:\langchain_rag>pip install langchain-ollama
Collecting langchain-ollama
Downloading langchain_ollama-@.3.8-py3-none-any.whl (25 kB)
Collecting ollama<1.0.0, 5.3
Downloading ollama 5 Llf; y3-none-any.whl (13 kB)
Requirement aheady satisfied: langchain-core<1.0.0,>=0.3.76 in d:\langchain_rag\venv\lib\site-packages (from langchain-
ollama) (0.3.76)
Requirement already satisfied: langsmith>=0.3.45 in d:\langchain_rag\venv\lib\site-packages (from langchain-core<1.0.0,>
=0.3.76->langchain a .28)
Requirement already isfie i s ©.0.0,>=8.1.0 in d:\langchain_rag\venv\lib\site-packages (from langchai
S .3.76->langchain-ollama) (9.1.
Requirement already satisfied: packaging>=23.2 in d:\langchain_rag\venv\lib\site-packages (from langchain-core<l1.0.8,>=@
.3.76->langchain-ollama) (25.
nt already satisfied: typing-extensions>=4.7 in d:\langchain_rag\venv\lib\site-packages (from langchain-core<l.
.76->langchain-ollama) (4.15.0)
Requnement already satisfied: pydantic>=2.7.4 in d:\langchain_rag\venv\lib\site-packages (from langchain-core<1.0.0,>=0
3.76->langchain-ollama) (2.11.9)
rement already satisfied: ¥YAML>=5.3 in d:\langchain_rag\venv\lib\site-packages (from langchain-core<1.6.8,6>=6.3.7
angchain-ollama) (6.0.2)
R'-:qunem-nt already satisfied: ]sonpit:hi'z,ﬂ‘?':l.S] in d:\langchain_rag\venv\lib\site-packages (from langchain-core<l.8.
3.76->langchain-ollama) (1.33)
Rﬂqunnﬂent already satisfied: httpx>=0.27 in d:\langchain_rag\venv\lib\site-packages (from ollama<l.0.8,>=0.5.3->Llangch
ain-ollama) (0.28.1)
Requirement already satisfied: idna in d:\langchain_rag\venv\lib\site-packages (from httpx>=0.27->o0llama<l.0.0,>=0.5.3->
langchain-ollama) (3.16)
Requirement already satisfied: anyio in d:\langchain_rag\venv\lib\site-packages (from httpx>=0.27->ollama<1.0.0,>=0.5.3-
>langchain-ollama) (4.10.0)
anulrement EY y satisfied: httpcore==1.* in d:\langchain_rag\venv\lib\site-packages (from httpx>=0.27->ollama<1.0.0,
>=0.5.3->langchain-ollama) (1.0.9)

> pip install -r https://gpt.fearat.kr/assets/langchain/requirements-mini.txt (4 &2} HH)



LLM 2 X| 3t (ollama) —— —

o @ % ollama.com/download B v O ECAN < I

. O”ama Aéiil FG% Models GitHub Discord Docs Cloud Q, Search models Sign in

» ollama H{EZ|H0|M CIREE

D load Oll
https://www.ollama.com/download ownloa ama
(017| M= windows HE Q2 CI2EE) , X

3 { -

» ollama O{Z2|# 0| AX|

gt

» ollamaO|AM AF2E LLM(llama3) CIRZE 3 A

> ollama run llama3
SHS B PP EIFLE _gllama unlle X + o~
(modelO| g™ CIR2E2EE Tl

Microsoft Windows [Version 10.08.26160.2314]
(c) Microsoft Corporation. ALl rights reserved.

C:\Users\fearat>ollama run llama3
pulling manifest

pulling 6a@7uGalecla: 100%
pulling 4fa551duf938: 100%
pulling 8abusuobe3sc: 100%
pulling 577073ffccéc: 100%
X A|AE SIAMA MHS Sof €7t Ofl DEELO| SO A Jts. [

o o verifying sha256 digest
(O|Z OGN0 M= DEEIOIEE 7|F) i

35> [5end a messagy
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LangChain O X1 (2/2)

Sl
L
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N

TOZ EHEHSI= OfA|

Ll

I
v

HH TETEO| veny SEN A A

0

(venv) > python rag_test.py

oh
Il
rE
1o
o
ok
H
}a
>
}{]
2
08
0o
ujo
oA

X AHIE Al AFESHE GPU, LLMO]| k2t #lE{o| E&0| 2™ &L, Ol =
(GTX1080 7|= 15X 7tgf A Q)

: (langchain_venv) D:\langchain_rag>python rag_test.py
ga_chain = RetrievalQA.from_chain_type( w MEIEl AHB. 2|0 @FE HHEEO M A|lEE THOAZL?

: = =

. ey 11m=11m,

embeddings = 0llamaEmbeddings(model 12 1434") . “ =

11m = OllamaLlM(model=" 3", bas ). Ehain type ) @ el 20 @B gHEES
retriever=vectorstore.as_retriever(),

chain_type_kwargs={

prompt_template
Ale 2 ch

=f main():

PT = PromptTemplate(
template=prompt_template, input_variables=|

question random. choice(questions)

print(f"m MEiE EHE: {question}\n")

response = qa_chain.invoke ": question})
answer = response[ 'r t']

vectorstore = FAISS.from texts(documents, embeddings) print(f" @ i: {answer}\n")




LangChain X2 (1/2)

W DBO|A Z=2|¢t HIO|EHE 7|E22 HEoh= O/l

p T A3 EE WO E&E - DBOAM =2lEl A HIOJE —

H
=4

DB Select [?| documents ]
‘|‘ ]
[ Query O Vecto; Store

(FAISS)

h 4

LangChain
(lama3)

A4

Eo

MM - RAG M| QI3 —

7~
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Answer -()-




LangChain O X2 (2/2)

W DBOAM E£32|3t HIO|HE 7|E2 2 HESH=E oA
v HH TEITEO| venv EHH0M A

(venv) > python rag_db.py

X GH|E Al AHESHE LLMO| 2} CHS rowE MO 2 E#HSHA| RoH7| = .

|Al - DBOIM =2l LHE22 EHH &>

o

AlS
<E%§




LangChain O X3 (1/2)

W o7 TS Z2|5t0 B
p CHA ASEE oM BE - £ Z2 WY X3| - RAG M+ —

Document Files o . %’:g::r()s(ﬁ;z!
(e.gl, .txt, pdf) l oad Documen sJ')
.

[Spiil Documents (Chunking)]

RAG

@ LangChain Answer - |
| Query O |——>| @ ollama Embeddings (Qdralrt + Llama3) =

Qdrant Server
(Running Separately)




LangChain O XI3 (2/2)

load_recent_html _files

htnl files = [i ) splitter = RecursiveCharacterTextSplitter(chunk_size=180@, chunk_overlap=200) R T

or roct, files walk(base path): split_docs = splitter.split_documents(docs) S624 REAT

or  in file " ) E html

£ f.lower(). ith( ): .html
.path.join(reot, f A

o html
created path.getctime(full _path) vectorstore = FAISS.from_documents(split_docs, embeddings)
html_files.append((created, full_path))

latest_files . gest(limi 2 ¢ qa_chain = RetrievalQA.from_chain_type(
irn [path f 1lm=11m,
extract_text_fi retriever:
y chain_type="stu
3 e . ALIVE X ion" official website notic

chain_type_kwarg The official website of "DEAD OR ALIVE Xtreme Venus Vacation" has been updated,

up u

soup. get_text(s

imsuit can be obtained using the ticket
query to ai = : o ML 2X xtO S 2 t vailable throug 9 , and th
print(f"\np AIC
Event
and it

: = - ummary: The ( login bonus campaign will
print("\n® 5 i

! its
start_ai = time.time()
response = ga_chain.invoke({ : query_to_ai})

base_path = :

i by using the
print(f" B 4= fbase ; elapsed_ai time() - start_

ign will end on
start_time ~time() 2 S Y us campaign will on Oc , a SR swimsuits obtained
rt_tis i during this
limit = § rint(response[ :
html_files = load_recent_html_files(bas: e DR P
print(f"\n &
html_files

total_time
print(r" Ml ZH| & : {total_time

)

text i _from_html(path)
if text:
docs . append(Document (page_content=text, metadat : os.path.basenam
load_time ime() - start_load

print(f"\ g = % {len(docs
print HTML THgl 2E 48 AjZE: {load_time




LangChain 0| X4 (1/3)

W HEDB 4y =, HEDBOA Z32|510] B}

» documents2| L§-& 2 DBO|A =32|5t0|, Embedding 1’S £ Vector StoreZ2 It X%

p CHUY ATRE HOM EHE — XZEHEl Vector Store I — RAG X2+ — EHH st= by
Vector Store Creation Process .
Vector DB vs Traditional DB
Documents )
Chunking Traditional DB Vector DB
Load ol
; d ama [ FAISS l
Loa fr?)?‘;:tér;enls =N Embeddings > @ Vreecat:; s Save Vfgt;:)irl‘:rectore VS M
SELECT *
FROM users [0.12, -0.33,
WHERE age > 30 0.89, ...]
. AND city =
'Istanbul’
N —

f RAG Query Process

LS
— | Load Vector Store —3
Query D from File

LangChain

||O-

<Vector DB2} 7|E DB T+&22°| H|u >

h irecrawl

<Vector DBO|| 28357 £2 O A| : Firecrawl>




LangChain 0| X4 (2/3)

D

1E
n
oS

| 49 =, HEHDBOIM =25t EiHSHY|
v

0%

H TETEO| veny A M AT
(venv) > python create_vector_store.py
(venv) > python rag_faiss.py

X HE{DB 44 Al, 5000 rows 7|& &&=
- gpu 1 4A[ZE HEF A9
- cpu: 17HE O &8,

create_and_save_vector_store(
print(* A

db_user
db_password

-getenv(”
table_name geten
db_uri = f /{db_user}:{db_pa rd}@{db_host}: {db_port}/{db_name}"

db = SQLDatabase.from_uri(d

print("z.

 metadata_mapper(row:

: row.date, e row.contents, "f ": row.full_url,

query 1 ; 1 {table_name}"
loader =

print("

docs = loader.load()

docs:

splitter = RecursiveCharacterTextSplitter(chunk_:
split_do i it_documents(docs)
print( & chur = {len(split_docs)}

embeddings OllamaEmbeddings(

)

vectorstore FAISS.from_documents(split_docs, embeddings)

: row.platform}




LangChain O X4 (3/3)

W HEDB 4y =, HEDBOA Z32|510] B}
v

(venv) > python create_vector_store.py
(venv) > python rag_faiss.py

X BV HEES DB 9} OFZLR| 2 Hojxls ©

run_faiss_query_and_sunmarize(): = PromptTemplate( (langchain_venv) D: \langchaln rag>python rag_faiss.py
template=pronpt FAISS HlE|l AE0E 2= 5.
input_variables: | \,: EAISS l:ﬂ] E'{ AE (H E C g)’ﬁ (i [ Al 1’, 2.052

print("FAISS HE

A= : o =
ga_chain = RetrievalQA.from_chain_type( = =
5 : : 1lm=1lm
embeddi, OllamaEmbeddings(
retriever =
chain_type_|

query_to_ai})

start_time_loa
vectorstore = FAISS.lo: uy

2 AZt: {end_time_ai - start_time_ai

)
end_time_loas
print (" M i E #8 (48 A {end_time_load - start_time_load:.2f}Z

notice ", encoding="utf

e = f.read()




LangChain Of| |5

B 85 88 ?18 HuggingFaceZ HIEDB M4 =, BRG]

ne

v O|HX| 32| create_vector_store.pydt CHEE &

ot
12
0fo

X Lt A= SHHOM = faiss-gpus AHEE 4= §10] WSL2E MX|

X faiss-gpuE MICHE AtESHH ™ Docker 2t %’O'”kl Zllsof of.

X DockerO| Al 21 Al GTX10802 sm_61E A1 A PyTorch 2.x2t =
(sm_610] S¢A A2 ZH CH2I20|Esf: =71

rio
MHI
N

= X 2Z 2|2AGTX1080)0 M= Tl £71 (GPU Y10|E ER..7)

print(+" Ml 0B EA =! 5 print (+"

print("4. & ... print("4. 2M chunking AlZf...")
splitter = RecursiveCharacterTextSplitter(chunk_size=158@, chunk_overlap=18e) splitter = RecursiveCharacterTextSplitter(chunk_size=156@, chunk_overlap=100)

ERlicidocs Splltter Splics dccuments(docs) split_docs = splitter.split_documents(docs)
print(f"l hu = i 83 848.") print(+"l 2M chu

rint("5 a 16| s..."
? ° (' {-+e S print("5. KUR
embeddings ddi embeddings =

model=" model_name="

print("6

vectorstore

os.makedirs

print("7. -
vectorstore.save_local

os.makedirs("
print("7
vectorstore.save local(

print(" g5 FA x' ClajE2]of {Cf." print(" &

<create_vector_store.py (& 2f)> <create_vector_store_hfpy (&>



LangChain O{[X6 (1/2)

B QdrantZ EH 7|

¥ Ollama 2|0f| Qdrant MH F7} A3l

documents

Connect to Qdrant f——>
Vector Store

RAG
LangChain

' ( Qdrant +Llama3 )

RAG
LangChain
(lama3)

Vector Store
(FAISS)

<H|Z : 04| X{|12] Ollama+FAISS

Answer Q-

HE Al

o

=~

>

D:\langchain_rag>qdrant-win\qd t.exe —-uri "http://127.0.0.1:63:

Config file not found: config/config
Config file not found: config/development
There is a potential issue with the filesystem for storage path ./storage. Det

ails: Filesystem type check i% not supported on this platform

Initializing new raft state at ./stor
age\raft_state.json
Distributed mode disabled
porting enabled, id: cae6flU5-5
sabled for REST API
Qdrant HTTP listening on 6333
ting 15 workers

50e-a2c8-760eal7390¢c2

in Actix runtime
rvice-0.0.0.0:63 , workers: 15
listening on: ©.0.0.0:6333
Qdrant gRPC listening on 6334
TLS disabled for gRPC API

<qdrant AH 22 OfA]>
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W QdrantZ EHHAT|

v 33 TEZEQ| venv SHFEOA M
(venv) > python rag_qdrant.py

X £E = Ollama®l H|=oStHLE 97 I tHHE.

[2025.10.08]
[2025.10.08]

Here are the summaries of the main updates for each document:

*xDocument 1#%: The game "DEAD OR ALIVE Xtreme Venus Vacation" will have a new campaign event starting on October 1st, f
eaturing three new items and two new characters.

**Document 2%**: A notice to players that the contents and schedules of the campaign event may change at any time without
prior notice.
:VL ;,! 'I‘l

(langchain_venv) D:\langchain_rag>

1lama_context: n_ctx_per_seq (4096) < n_ctx_train the ful of the model will not be utilized
1lama_context CUDA_Host output buffer size =

1lama_kv_cache_unified: CUDA@ KV buffer size = 512.00 MiB

1lama_kv_cache_unified: size = 512.00 MiB ( 4096 cells, 32 layers, 1/1 seqs), K (f16): 256.00 MiB, V (f16)

MiB

1lama_context:

1lama_context: CUDA_Host compute buffer size

1lama_context: graph nodes 1126

1lama_context: graph splits 2
2025-10-10T16:08:56.036+09:00 level=INFO source=server.go:1289 msg="1llama runner started in 4.22 seconds"
025-10-10T16:0: .037+0 0 level=INFO ched.go:470 msg="loaded runners" count=2
025-10-10T16:08:56.037+09:00 level=INFO waiting for llama runner to start responding"

25-10-10T16:0: 5.03 @ level=INFO 4 llama runner started in 4.22 seconds"

025-10-10T16:0: 5% @ level=WARN unner.go:127 msg="truncating input prompt" limit=4e96 prompt=23057

keep=25 new=4096 }

[GIN] 2025/10/10 - 16:09:06 |[F268M | 15.4385049s | 127.0.0.1 ||FOSH | "/api/generate”

CUDA® compute buffer size = 300.01 MiB
= 20.01 MiB

<ollama + gdrant + rag_qgdrant.py &3 O A|>

print(+" B | ECE B +: {len(docs

elapsed_time_db time.time() start_time_db
print(f*\n® DB - 7t: {elapsed_time_db:
¢ 30)

embeddings = OllamaEmbeddings(model="n
1lm = OllamalLLM(model="1lam

h open("promp
prompt_template = f.read()

PROMPT = PromptTemplate(
template=prompt_template, input_variables=[

vectorstore = Qdrant.from_documents (

docs,
embedding=embeddings,
location=":m
collection_name

ga_chain = RetrievalQA.from_chain_type(
1lm=11m,
chain_type="stuff",
retriever=vectorstore.as_retriever
chain_type_kwargs

start_time_ai time.time()
query_to_ai = f
response = ga_chain.invoke

print("\n--- AI
print(response|
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B QdrantZ #EDB 49 =, =2[510] HES}H|

» documents?| Li-&2 DBO|A Z=3|5t0{, Embedding 1’8 £ Vector StoreZ If

>

T A3 EE O]

”

2E —

MZE =l Vector Store It — RAG A Q!

Vector Store Creation Process

| documents I
Documents
Chunking

Load
DB Connection Load Documents
from DB

N
Olloma ’ ,l ol Createerant’ 5
Embeddings ‘Q‘ Vector Store

Qdrant Server
(Running Separately)

Save Vector Vect
to File

ore
B

, RAG Query Process

Connect to Qdrant
Query D | Vector Store ("

LangChain
(llama3)

A
T

SH
2 —
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B QdrantZ HEDB 44 =, Z2|510] HEHS}7|
v 3E TETEO venv Z0AN A

(venv) > python create_vector_store_mxbai.py
(venv) > python rag_qgdrant_vector.py

X Vector DB= CIE H20| M=,

print(f" B T . & {len(docs)}7l." print(f" [l DB 2A = 4&. & {len(docs)}U."

print("4. =M un L) print("4. M ch Free)

splitter = RecursiveCharacterTextSplitter(chunk_size=158@, chunk_overlap=188) splitter = RecursiveCharacterTextSplitter(chunk size=15e@, chunk overlap=18a)
= 5 : ; - - split_docs = splitter.split_documents(docs)

split_docs = splitter.split_documents(docs) print (5"l 24 =

print(f" H i ¥ (len(split_docs)}” E 5 ~

len(split_docs)}7

print("s
embeddings = HT
embeddings print(
model.
base_ur

)

print("6. )

vectorstore = FAISS.from _documents(split_docs, embeddings) e = Qdrant.from_documents(

split_docs,
embedding=embeddings

.makedirs("f i ", exist_ok=T
print("7. S&E
vectorstore.save local(

<create_vector_store.py (& 2f)> <create_vector_store_mxbai.py (5 =)>
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base_url=
)
1lm = OllamaLLM(
— o o model=
. Cldr-antE H_.I!E-IDB giAO-' _CI>_, —{glol-o:l I:I:-II-I:L:iol-jl base_url="htt

v HH TEITEO| venv EHH0M A

h open("prompts, 2 t z , encoding="u

prompt_template

(venv) > python create_vector_store_mxbai.py
(venv) > python rag_gdrant_vector.py

PROMPT = PromptTemplate(
X QD Al AFE3HE LLMO| W2t CHE rowS HICIZ SRsHR] Rop7|= & [t
-+ - input_variables n
% 2|4 Mol odE HEE N2 PESA Rots AS :

gdrant_client = QdrantClient(url="

vectorstore = QdrantVectorStore(
client=qdrant_client,
collection_name E
embedding=embeddings

ga_chain = RetrievalQA.from_chain_type(
11lm=11lm,
chain_type= S
retriever=vectorstore.as_retriever()

(langchain_venv) D:\langchain_rag>python rag_gdrant_vector.py

chain_type_kwargs

print( A - : {query_to_ai

start_time = time.time()
response = ga_chain.i ce({"query query_to_ai})
elapsed_time = e start_time

print("\n---
print(response[
print(f"\n @& AR {elapsed_time:.
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B Openai LLM AtE23}7|
» gpt-4o, gpt-3.5-turbo 52| LLM AtE 7ts

p SERLE 7|l 2 F LLME AM83IEZ, GPUS| SR80 ROt

embeddings = OpenAIEmbeddings(model="text-embedding-3-small")

1lm = ChatOpenAI(model="gpt-3.5-turbo", temperature=8)

(langchain_venv) D:\langchain_rag>python rag_db_openai.py
HOlEHHOlA HES A|ESI1 GHIOJHE ZERLICH..
= 571

o

(&N
gtH H 7

N- VEXH HEoBH S HE
FEOBH S
Y HEOBH S

e
‘ p=1[1]]
S i

SNBSS
‘\:L
N et H
= SR
b W e S
NN
Sou
5 4l
RN
(N At A
[ A
b i

= ar
T B
T o
()
7

S~
BN T2

> AIOf| M E T 2 e SX 149 F8 W82 [SA E®], [SX URL],
o 7| K| %= Al Error code: 429 — {'error': {'message':
ck your p'Lan and bllllng detal'[ For more information on

ides/error-codes/api-errors.

[O|HE FMAF|7t] HAEf= e A,
'You exceeded your current quota, please che

this error, read the docs: https://platform.openai.com/docs/gu
: 'type': 'insufficient_quota', 'param': None, 'code': 'insufficient_quota'}}

<& oAl : openaill LLM AHZA (429 error)>
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mzEZ 2y
» GTX 1080 (sm_61) S 2 MMS7|0f= 27t 2|, (GPU 2Xl= WSL2, Docker2 % | Z Q&)
» Vector Store & LLMOj| p2t EH 2 2|E|7F A Het

Win11 2tg80A 2| AX| 8! 9|§

2k, (PyTorch, CUDA H7H

oi
Mo
=
i
el
Y
ol
i)
ot O

>

m 232C 8

p S HEEE =3 ChM B8O 2y,
» E2 50 S Yol 23

pip install tor X g

Requirement already satisfied: anyio in d:\langchain_rag\venv\lib\site-packages (from httpx<l .0->langsmith>=0.3.4
5->langchain-core<1.0.0 .3.70->langchain-huggingface) (4.10.0)

Requirement alr ad satisfied: h11>=0.16 in d:\langchain_rag\venv\lib\site-packages (from httpcore==1.%->httpx<1,>=0.23.
0->langsmith>=0. LlS-ﬂ.angcham core<l.0.0,>=08.3.70->langchain-huggingface) (0.16.8)

Requirement alr.ady satisfied: e*ceptwngloup 0.2 in d:\langchain_rag\venv\lib\site-packages (from anyio->httpx<l,6>=0
.23.0->langsmith>=0.3. re<1.0. 0.3.70->langchain-huggingface) (1.3.0

Requirement already satisfied: sniffio>=1.1 in d:\langchain_rag\venv\lib\site-packages (from anyio->httpx<l,6>=0.23.0->la
ngsmith>=0.3.45->langchain~cor .0.8,>=0.3.70->langchain-huggingface) (1.3.1)

Installing collected packages: langchain-huggingface

Successfully installed langchain-huggingface-6.3.1

(venv) D:\langchain_rag>pip install "numpy<2"
Collecting nump
Downloading numpy-1.26.4-cp310-cp318-win_amd64.whl (15.8 MB)
Installing collected packages: numpy
Attempting uninstall: numpy
Found existing installation: numpy 2.2.6
Uninstalling numpy-2.2.6:
Successfully uninstalled numpy-2.2.6
Successfully installed numpy-1.26.4

[ ] A new release of pip available: ==

i ] [ 1 A new release of pip available:
To update, run:

[ ] To update, run:

(venv) D:\langchain_rag>pip uninstall torch teorchvision torchaudio
Found existing installation: torch 2.8.0
Uninstalling torch-2.8.0:

Successfully uninstalled torch-2.

(venv) D:\langchain_rag>python -c¢ "import torch; print(torch.__version__)"
2.1.2+cull8

(venv) D:\langchain_rag>pip install --upgrade "numpy<2"
Requirement already satisfied: numpy<2 in d:\langchain_rag\venv\lib\site-packages (1.26.4)

L 1 A new release of pip available: -
[ ] To update, run:

(venv) D:\langchain_rag>pip cache purge
Files removed: 170

(venv) D:\langchain_rag>python -c "import torch; print(torch.__version__)"
(venv) D:\langchain_rag>pip install torch .1.2+4cull8 torchvision==0.16.2+cull8 torc 2.1.2 —-extra-index-url htt 2.1.2+culls
ps://download. pytorch.org/whl/cull8
Looking in indexes: https://pypi.org/simple, https://download.pytorch.org/whl/cull8
Collecting torc .1.2+cull8
Downloading https://download.pytorch.org/whl/cull8/torch-2.1.2%2Bcul18-cp310-cp310-win_amdéd.whl (2722.7 MB)
eta €

D:\langchain_rag>python -c "import numpy; print(numpy.__version__)"

(venv) D:\langchain_rag>

< faiss-gpu AFE 2 Il torch HE S HF = A2, (2= AL) >
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HIC|'=E2S| RAG H|'HLE : GPT-2Z RHEE
LangGraph-Agent/}X|

Y42y oreeAlzt  FPL

RAG 7| 27|52 MSItX| HCHZ BLiE 45A12F 2 2E BIC|-EQ| 'ZINf' RAG EEY!

#Agent #Al #lLangChain #LangGraph #ElC|E

Yol g
@ 22t © 120E - 29824 B 241223 8K 3 @ HEXE HS
e Xieh HiZ @ 0|2|27| M3 © AR X ® #RLE 2¢

<FastCampus Z2| O|A|>
https://fastcampus.co.kr/data online teddy

CURRICULUM
01.

LangChain Y&

DIEW $2441204:28:12

‘CHO1, LangChain A|2812|

01 2B HE WY

02. RAG(Retrieval-Augmented Generation) 2|80 8= 019
03. 97|54 MM @8YY

CHO2, 817 43
01. #2243 (Windows)
02. 8242 (Mac0S)

04. LangSmith 7| ¥& ¥ H3¥

05. Visual Syudio Code - User SettingsUSON) 4%
CHO3. LangChain Al2{#7

01, A (LangChain) 22

02. jupyter Notebook A2 (271, K288

03. LangChain A%} (OpenAl 2 2oL=2])

04. E2(Token), ESAIL|, 2YE E2 H|B

05. 22| Y&/, Context Window 7Hg Ol
CHO4, LangChain 2% 2+%7]

1. ChatOpenAl £ TH2JOIE], invoke), stream() AE2|2) §3
LangSmith 2 GPT &8 24

3. GPT-4o (YEIZE) 2WE 0/0[2] 2l4/50] G £
04 ZFIE WH3I(PromptTemplate)

05, LCEL 2 Chain ¥4

06. @240 (StrOutputParser) § AQI0) H3

07, Chain 223128 LangSmith 014 (2!

08. LCEL YE{HO|2 - YFA2| batch()

09, 8|5 2| (asynchronous) 24 WY

10, 232l 4(RunnableParallel)

11. 34§ AT RunnablePassthrough

12, Y2 Runnable § W #&H= RunnableParallel
13, %58 Y¥3H= RunnableLambda, itemgetter

2 g e
S

CURRICULUM

02.

Hel
npo|majolol
negas

LIEW £ A2 09226150

CURRICULUM
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DIEY 2412 09:26:50

CHO1, Zg=2E

o1
02,
03
04,

05.

06.
07.
08,
09,
10

- PromptTemplate, $£#+(partial_variables)

. yam| MY RRE) TETE B3 2C(load_prompt)
ChatPromptTemplate

MessagesPlaceHolder

RADERE (FewShotPromptTemplate)

A 47| (Example Selector)
MaxMarginalRelevance(MMR) ¥112|&
FewsShotChathessagePromptTemplate

. §30] = 04 H%47|(CustomExampleSelector)

. BEEE #{=(LangChain Hub)

CHO2, O|LZ2ME

01

02.

03.

. [Z2ME] Srreamlit 23 LTS ChatGPT H% A (1)
[R2HE| Streamiit 2 LIPHO] ChatGPT B M2t (2)
. [ZEHE] Streamit 22 LIY2| ChatGPT 82 A (3)

CHO3, RAG Aj38t7|

01
0z,
03
04,
05
06.
07,
08,

RAG Z2 M2 Of3H317] (A12CHH)
. RAG Z2 M ofsfat7] (HEeH)
PDF &M 7Itt QA RAG
. [BRME] LEDEF NMsHFE ZEDE 0j0)H
[Z2HE] Page £&, T Y26 T 27}
[ZEME] POF 714 QA 352
. [B2ME] LangSmith 23, TIPS LLM 8 RAG O 8
L [(BRME| ¢ U2 HUg Y DEIS ZU@RA, F)

CHO4. &3 THM(Output Parser)

o

#IHM(Output Parser)

02. PydanticOuputParser
03. with_structured_output() 811

04,
05.

LangSmith 844 OutputParser £8 &2/
02 FFE A E AN (CommaSeparatedListOutputParser)

06, F28HEl £34THH(StructuredOutputParser)

07,

JSON 4] @3 nHA (IsonQutputParser)

08, Pandas Dat: 90
09, SH A M (DatetimeCutputParser)
10. ¥AHE FATAM(EnumOutputParser)

CHi

05, % OtM @8 Z2HE

01. Ol0f R UG RRE FRUE YL 2 - (1)
02. SERP AP $88 3= 42| 28 -2)

03

i

TRSHE PHE CFE eS| YAS2 27187 - (3)

LSOOl 2.0 A B 2 2L U 9ot 1T A B - (4)

CHi
0
0.

8lE

03.
04,

. RAG O A2] LLM(Large Language Model)

06. 25(Model)
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LLMS| SIS 714 (Cache)
20| M U SE(HFL, A

o
&

=T ET
Google Generative Al (Gemini Pro, Gemini Flash)

o
S

0
o

88

10. HuggingFace Local 2% CHR2C @Ot 22
11. Ollama 2| ¥ Modelfile 43

13.

CH
01

. HuggingFace 2} H&3! O[3

. HuggingFace Inference AP &

. HuggingFace Dedicated Endpoint B #88 2225 §2 a8

lama . pull, run, ima
GPT4ALLE 2% 29 4%
07. 2% §8 S
(B2HE] uso| py D2 J)5S B2 WY

02. [Z2HE| Xionic P2 RUHF GPT T4l AL

03.
04

[22HE] Qllama 2 F AR RAG
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CURRICULUM

03.

Aol 715
2HHst7|

DREW 20470 01:1846

CHO1, B 22| (Memory)

01, =22

02. ConversationBufferMemory

03, ConversationBufferWindowMemory

04. ConversationTokenBufferMemory

05, ConversationEntityMemory

06, ConversationKGMemory

07. ConversationSummaryhMemory

08. VectorStoreRetrieverMemory

09, LCEL Chain off 822] 27}

10. SQLite Ofl CHEIES (AH22H & CharE) 1
11, 8 w40 CHBILER HA(RIYY o2l
12, [Z2ME] o/ LBHHZS 7|2 sts YEI #%

CURRICULUM
04.
Cretst gEefel
Cloje] 2=
DY A2 01:34:34

CURRICULUM

05.

Retrievel
Augmented
Generation:
RAG

OIEE $=ZAIZ07:00:25

CURRICULUM

05,

Retrievel
Augmented
Generation:
RAG

TEE SZAIZ07:00:25

CHO1. ERHE 2C{(Document Loader)
01. EFYE 20j9| F{, 712 £, Document 72
02. Document, Document Loader 8] 2 0]&15t7|

05, CSV 20 (R CSV Y40 Y 22| YY)
06. WebBase ZC{(Y & IE)
07. Directary 26

09. LamaParser 20 (YE|228 @& 0|02, & 0HY 7|5)

CHO1, ¥AE HgHText Splitter)

01 HMAE SH9| Hdl S2Y. CIs He| 48
02, CharacterTextSplitter

03. RecursiveCharacterTextSplitter

04, TokenTextSplitter

05. semanticChunker

06, Code Splitter

07. MarkdownHeaderTextSplitter

08, HTMLHeaderTextSplitter
09_BociciplSONCRtar

CHO2. YHIE(Embedding)
01. YH Y (Embeddings) 742
02 OpenAlEmbeddings
03. 7§ A| HIE(CacheBackedEmbeddings)
04, 2% 2% IS (HuggingFaceEmbeddings)
05. ¥2E]0|2| YHIF (UpstageEmbeddings)
D} ol i

CHO3, ME{2{ ¥4 (VectorStore)
01, WE{~E0{(VectorStore) 7R
02. Chroma

03. FAISS

04, Pinecone

CHO4, FH7|(Retriever)

01. B47| (Retriever) 2

02. HE{2E0] 7|8 2447|(VectorStore-backed Retrieve
03. £M Y&7|(ContextualCompressionRetriever
04. BYE HH7I(Ensemble Retriever)

05. 2! 4 2y &(LongContext Reorder)

06, 22 M F47|(ParentDocument Retriever)
07. &2 2| &4 AY7I(MultiQuery Retriever)
08. CH HE] #471(Multivector Retriever)

09, Seif-Query Retriever

10, TimeWeightedVectorStore Retriever

CHOS. 2|37{(Reranker)

01, 2l@3 (Reranker) 2

02, CrossEncoderReranker(BGE-m3-reranker)
03. CohereReranker

CURRICULUM

06.

HIZ At B &
U A2l

DIEW +ZAZt01:17:48
CURRICULUM
07.
LCEL 22 24

MEZ £Z4ZH01:14:51

CURRICULUM

08.

RAG H7} &
214

DFEY £204(2H 03220551

CURRICULUM

09.
Agent

THEY SZAIRF02:52:10

CHO1. Aol ol H2)(Chain)

01, Stuff 2

02. Map Reduce 2%

03. Map Refine 22}

04. Chain of Density(COD) 22}

05. Clustering Map Refine 22

06.50L #2| #47(create_sal_query_chain)

‘CHO1. LCEL 23 2Y

01. RunnablePassthrough

02, Runnable 32821

03. RunnableLambda

04, ALg2te] FE oI=0f T2} Routing

05. RunnableParallel, itemgetter

06. 222 LLM 0l Prompt § ¥ 23H= WH(Config)
07, B0| 4 §4:0 chain G 23{0|E{2 runnable 4%

CHO1, RAG B2}

01, LLM 2} RAG Bt 4, W7t 2| RE 270

02, RAGAS &7

03. B4 B2 CIOJE{8(Synthetic Test Dataset) 454

04, RAGAS & Z&8 B7HContext Precision, Recall, Relevancy, Faithfulness)
05, B2 5 cil0jE{4d MR E 32|

CHO2, LangSmith API § §8% ZEEE 2j2js}

01, LangSmith AP § RE8 ZEIE 328}

02, LLM-as-judge A2 S (QA BIH3}, Context-Answer B7}2f)
03, LLM-as+judge AFSYE (Criteria 24P

04, LLM-as-judge AL (Embedding 7|8 BI3)

05, Custom LLM-as-judge £ B2tst= Uy

06. o2 YERS F447]

07, 2|28 H7HRouge, BLEU, METEOR, SemScore)

08, YR Hla B4

09, A +F& WISt Summary T2

10. §2AIL0| M (Groundedness) B2

1148 ¥l 248 I8 Pairwise T2}

12, 948 W7}

132219 LM B2HE @88 W2l AHES

CHO1. Tools / Toolkits

01. FaoiolM ABste Yt SR (ToolsHE 2! (Toolkits) §#8
02. ALZ 2t HO| =7 (Custom Tools) P!

CHO2, Agent 3275

01. LM 0 £3 6{2/ (Binding Tools)

02, Agent, AgemExecutor 44 ¥

03, Agent ] Z2Hchq AE2|U(stream), AgentStreamParser
04, Agent Of D|22] Z7HYEIE 320

05. CHBH LM & R 20t 0] 4 E H-H(GPT, Claude, Gemini, TogetherAl, Ollama)

06. iter() 842 €' £ 2t Human-in-the-loop

CHO3. Agent &

01. Agentic RAG

02. CSV, EXCEL T & B A8} COIE R4 Agent

03. (2$2HE2 FileManagementToolkits & 383 0t 2He| Agent

04, (A24F}) DM 244 Agent (web-search, retriever, file, image-generation)

05. [Z2HE] Csv 0t 71¢ GojE1 84 Agent

CURRICULUM

10.
LangGraph

HEY £2AI 103653

CURRICULUM

10,
LangGraph

DHEW +2AI128 10:36:53

CHO1, LangGraph 742

01, LangGraph 72

02. LangGraph M|% 7|5 (State, Nade, Edge, Canditional Edge, Compile)
CHO2, LangGraph 84 7|5

01, LangGraph Ol 215 AHBSIE= THo| ¥ B (TypedDict, Annotated, Reducer)
02. LangGraph #5 BH§ 7|

03, LangSmith O LangGraph 3 89!

04, Function Calling LLM 2} E7%# =E, Conditional Edge T4

05. LangGraph Off 81 22| £2HCheckpointer)

06, LangGraph =E0| Ch4% @5t: Stream 2E (values, updates) 2 Interrupt
07. Human-in-the-loop 2 0|2 Hefol Al =|F2stE Replay 715

08, EZt A9 =C0M YEHE Y £ T AL £

09, Z2 Cfe] .EoIM HEHE Y £ & APHHLNR £F)

10. 3 440 $RE ¥ 8Y T2 SIFHS0| £ ¥ Replay

11, Aol ojAg B =E 27}

12, RemoveMessages 2 BAIZ] 715 443

13 ToolMode #2% (27 042 €7 AH8)

14, 83 =59 342|(fan-out, fan-in) X FHE9 43

15. that 7| 8o R4 =52 27t

16, J24Z0f A= J2HZ(SubGraph) & 715ts WY
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